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Multi-Armed Bandit (Explore-Exploit Tradeoff)
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• A gambler faces ! slot-machines (“armed bandits”).

• Each machine will provide a random reward from an unknown 
distribution specific to that machine, when its arm is pulled.

• In which order should the gambler pull 
arms based on the feedback collected, 
to maximize the sum of rewards?
[Lai and Robbins, 1985; Auer et al., 2002b; Auer et al., 
2002a; Bubeck and CesaBianchi, 2012]



Pure Exploration Bandit
Another interesting problem is how to adaptively select arms to pull to identify 
the optimal arm with high probability using as few samples as possible -- best 
arm identification. [Bubeck et al., 2010; Audibert et al., 2010; Gabillon et al., 2012]

Extensions: 

• Top-! best arm identification [Kalyanakrishnan and Stone, 2010; Kalyanakrishnan et al., 2012; 

Bubeck et al., 2013; Kaufmann and Kalyanakrishnan, 2013; Zhou et al., 2014]

• Multi-bandit best arm identification [Gabillon et al., 2011]

• Combinatorial Pure Exploration with Linear reward functions [Chen et al., 2014; Chen et al., 

2016a]
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Combinatorial Pure Exploration with 
Continuous and Separable Rewards (CPE-CS)
• There are ! arms and a finite set of decisions " ⊆ ℝ%. Each arm is associated 

with an unknown distribution &' ∈ [0,1] and an unknown parameter .'∗ of &'.
• In each round, the player chooses an arm to pull and gets a random outcome.

• Reward function: 0 1; 3 = ∑' 6' .', 7' , continuous in 1 for each 3 ∈ ".

• Task: design an algorithm with the following components:
◦ A stopping condition: decide whether the algorithm should stop in the current round.
◦ An arm selection component: select the arm to play in the current round when the stopping condition is 

false.
◦ An output component: output a decision when the stopping condition is true. 

• Goal: identify the unique optimal decision 38 = argmax3∈" 0 1
∗; 3 .
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Best arm identification

• ! "∗; % = ∑()*+ ,(∗ ⋅ .(,	where ,(∗ is the mean of each arm 1
• 2 = 1,0, … , 0 , … , 0, … , 0,1 .

Special Cases of CPE-CS
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Top-! best arms identification

• " #∗; & = ∑)*+, -)∗ ⋅ /),	where -)∗ is the mean of each arm 2
• 3 = & ∈ 0,1 ,| ! bits of ones

Special Cases of CPE-CS
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Multi-bandit best arm identification 

• ! "∗; % = ∑()*+, -(∗ ⋅ /(,	where -(∗ is the mean of each arm 2

• 3 =⊗5)*
, 1,0, … , 0 , … , 0, … , 0,1

Special Cases of CPE-CS
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9 bits 9 bits

: bandits
each has 9 arms



Combinatorial Pure Exploration with Linear rewards (CPE-L)

• ! "∗; % = ∑()*+ ,(∗ ⋅ .(,	where ,(∗ is the mean of each arm 1
• 2 = 34| 6 is an super arm

Special Cases of CPE-CS
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Assumptions
• Suppose we have a deterministic oracle ! for the offline 

problem ("∗ is known):

! " = !% " ,… , !( " ∈ argmax/∈0 1 "; /
• Suppose we have an estimator for the statistic 34∗.
• Suppose we can get the confidence interval of each estimate.
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Estimator
Recall that each !"∗ is a statistic of distribution $".
Suppose some arm % has been observed &" times and output samples 
'",), '",*, … , '",,-.
• Mean: .!",/ = 12&3456 '",), … , '",,- = ∑89)

,- '",8 /&"

• Variance: .!",/ = 12&;5< '",), … , '",,- = )
,-

∑89)
,- '",8* − )

,-
∑89)
,- '",8

*
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Confidence Interval 
Which confidence interval of !"#,% contains the true value "#∗ for all ' ≥
') with high probability 1 − ,? 

• Event - = ∀' ≥ '), ∀0 ∈ 2 , 3"#,% − "#
∗ ≤ 567#,% occurs with probability at 

least 1 − ,.

• 567#,% =
8

9:;
ln

>%?

@A

B = 1 for mean, B = 2 for variance
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McDiarmid’s inequality

Pr 3"# − "#
∗ ≥ F ≤ 2 exp −2J#F
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Problem 
Solving
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Framework of Algorithm
1. (Initialization) Get an initial estimate !"#,%& and confidence interval 

!"#,%& − ()*#,%&, !"#,%& + ()*#,%& for each "#∗.

2. (Loop) For round - = -/ + 1, -/ + 2,…
• Calculate the current candidate set 3%
• If 3% = ∅, the algorithm stops; if not, picks the arm with the largest confidence 

radius to pull.

• Update the estimate 5"#,% and confidence radius ()*#,%
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Candidate Set !"
We use #Θ" = & ∈ 0,1 + ,- − /,-," ≤ 123-,", ∀5 ∈ 6
to denote the confidence interval space.
• Let !" ← ∅.

• For each 5 ∈ 6 , if max
<∈#=>?@

A- & ≠ min
<∈#=>?@

A- & , then

!" ← !" ∪ 5 .
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COCI: Consistently Optimal Confidence 
Interval Algorithm for CPE-CS 
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Initialization

Candidate set

Update parameters



Performance of COCI
We define the consistent optimality radius Λ" for each arm # as:

Λ" = inf(: *+ ( ,*+ (∗
( − (∗ / = inf(: *+ ( ,*+ (∗

max
3∈ 5

63 − 63∗ .

Thus, ∀# ∈ 9 , if 63 − 63∗ < Λ" holds for all ; ∈ 9 , then

<" ( = <" (∗ .

Define hardness: => = ∑"@A5 1/Λ"D.
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Performance of COCI
Thm 1: With probability at least 1 − #, COCI returns the unique true 

optimal solution and the number of rounds

$ ≤ 2' + 12)* ln 24)* + 4)* ln
4
.# = 0 )* log

)*
#
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Performance of COCI
Thm 2: Given ! arms and " ∈ 0,0.1 , there exists an instance 

such that every algorithm for CPE-L which outputs the optimal 

solution with probability at least 1 − ", takes at least

Ω *+ + *+!-. log "-.
samples in expectation.

(Borrowing a lower bound analysis in [Chen et al., 2017])
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Applications
• CPE-L: match the bound in Chen et al. [2014]

• Water resource planning

• Other urban planning problems: air pollution control, 

criminal control, etc.
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Thank you!
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